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Coronary artery disease (CAD) is a leading cause of morbidity and 

mortality worldwide, underscoring the need for reliable methods to 

identify key risk factors. This study applied binary logistic regression to 

assess the most significant predictors of CAD among 856 patients who 

underwent cardiac catheterization at the Benghazi Heart Center between 

2020 and 2022. The independent variables examined were age, gender, 

diabetes, blood clots, smoking, and hypertension. Results from 

contingency tables and logistic regression analysis revealed that age, male 

gender, diabetes, and blood clots were statistically significant predictors 

of CAD (p < 0.05), with diabetes and blood clots having the highest odds 

ratios (OR = 2.851 and OR = 2.941, respectively). All regression methods 

(Enter, Forward Stepwise, Backward Stepwise) demonstrated consistent 

findings, with a correct classification rate of 78.2% and AUC values 

around 0.727, indicating good model performance. These findings confirm 

that binary logistic regression is an effective tool for identifying high-risk 

groups and can support clinical decision-making and preventive 

healthcare strategies. 

 

©Author(s) 2025. This article is distributed under the terms of the CC BY-NC 4.

Introduction 

Researchers depend on statistical analysis to 

study, make sense of, and explain information or 

changes seen in scientific experiments. It is 

understood that binary logistic regression is one 

of the best approaches to study categorical 

dependent variables. This investigation applies 

binary logistic regression to determine what key 

features increase the risk of CAD among 

patients with cardiac catheterization. Logistic 

regression is a valuable tool for analyzing binary 

data because it can process both types of 

variables. Because it is used widely in 

healthcare, it offers a reliable way to study how 

explanatory factors affect whether something 

occurs or not. Cardiovascular diseases, 

including CAD, are one of the most significant 

worldwide health problems. In 2019, CAD 
caused one-third of all global deaths. The number of 

people who die each year from cardiovascular 

diseases has gone up, from 12.1 million to 18.6 

million, with most of these fatalities taking place in 

low- and middle-income countries. Mortality is 

reduced if detection and intervention take place 
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early. Yet, only in about 67% of cases can medical 

professionals accurately predict heart disease, so 

better predictive methods and tools are needed 

urgently [1]. 

The coronary arteries, which carry oxygen-rich 

blood to the heart, are necessary for maintaining 

normal heart function. Channel arteries become 

narrow because they fill with cholesterol and other 

materials, causing the vessels to constrict or become 

blocked and threatening serious events such as heart 

attacks. You can lower the risk of CAD if you do not 

smoke, keep your blood sugar and pressure down, 

maintain a healthy weight, and have no family 

history of the disease. Figure out how these elements 

lead to CAD is necessary to form better ways to 

prevent and treat it. 

This study aims to identify important factors for 

CAD in patients by applying binary logistic 

regression to their data. The goal of creating a strong 

predictive model is to equip healthcare workers to 

detect and treat CAD and help lessen its effects. The 

research stresses that medical research on complex 

conditions like CAD depends heavily on statistical 

methods. Past research shows that binary logistic 

regression can discover risk factors connected to 

CAD. A study in Sudan reported that logistic 

regression identified through logistic regression that 

heart disease is most strongly predicted by age, 

gender, and diabetes [2]. Similarly, CAD risk was 

estimated using logistic regression, while 

considering how blood pressure and smoking affect 

the risk. However, these studies were done under 

different conditions, so their results may not be easily 

used for Libya, particularly during the COVID-19 

pandemic, which added new challenges and factors 

[3]. 

Another study [4] looked at logistic regression to see 

whether the presence of satellite males could be 

predicted near female horseshoe crabs, based on their 

physical characteristics. The researchers found that 

logistic regression helps in studying binary results, 

and weight was revealed to be essential for 

predicting outcomes. Using the Hosmer-Lemeshow 

test, the model was shown to fit the data well, and its 

predictive ability was assessed with ROC curve 

analysis, leading to an AUC of 0.7379. They prove 

that logistic regression has a wide range of uses in 

many research areas, including ecology and 

medicine, and allows researchers to analyze 

outcomes that have only two values. 

Based on previous findings, logistic regression was 

further examined in [5] looked at how well logistic 

regression models with various parameter settings 

can distinguish two outcome classes. By leveraging 

SAS, the analysis examined sensitivity, specificity, 

and accuracy for predictive purposes. A concordance 

index of 0.738 was calculated, and this, along with 

the area under the ROC curve, determined that the 

model was able to provide reasonable classifications 

The study found that both the Hosmer-Lemeshow 

and Pearson tests indicate that deviations from the 

model are not significant. The model was developed 

by using backward elimination, suggesting only the 

significant main effects and interaction variables to 

maintain both accuracy and clarity. Identifying 

smoking and alcohol use as substantial predictors, it 

appeared that they were strongly linked to binary 

health outcomes. The work analyzed how minor 

differences in single observations could influence the 

outcomes of the model. The findings highlighted that 

selecting the right model and checking its fit is key 

in logistic regression, which gives essential tips for 

improving categorical data classification models. 

Within Libya, the situation is particularly critical, as 

cardiovascular diseases account for a staggering 37% 

of all deaths, making them the foremost cause of 

mortality in the country. A study conducted in 

Tripoli revealed that risk factors such as diabetes, 

hypertension, and smoking are major contributors to 

disease progression. Early detection and intervention 

can significantly reduce mortality. However, 

medical professionals can accurately predict heart 

disease in only about 67% of cases, highlighting the 

urgent need for better predictive methods and tools 

[1]. Research has shown that COVID-19 not only 

exacerbates pre-existing heart conditions but can 

also cause cardiovascular complications such as 

myocardial injury and inflammation. Patients with a 

history of cardiovascular diseases are more 

susceptible to severe outcomes when infected with 

COVID-19 [2]. 

Many international studies, and the one by [6] is an 

example, have also focused on how age, cholesterol, 
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and diabetes help predict CAD. The studies [7] and 

[8], as well as more recent work, have confirmed that 

logistic regression can be used effectively to predict 

CAD, particularly when working on making the 

results as precise and distinct as possible. All of the 

studies emphasize the ability of statistics to aid 

doctors and improve methods for disease prevention. 

Using these key points as a base, this study hopes to 

add to what is known about CAD risk factors, with a 

special focus on COVID-19. The study’s results 

should assist both medical experts and decision-

makers in providing better care and lead to improved 

patient care. 

Materials and Methods 

Six main variables are included in this study and will 

be discussed in depth further on. Initially, the sample 

distribution was looked at by categorizing people as 

having or not having coronary artery disease (CAD). 

In addition, information about smoking, age, gender, 

blood clots, blood pressure, and diabetes was used to 

analyze the sample distribution. The variables were 

organized and examined using SPSS software, 

version 26. 

Logistic Regression Model 

When performing logistic regression, the dependent 

variable Y is a random binary value, where it has a 

probability p of being 1 and a probability (1 - p) of 

being 0. As noted by [9] and [10], the Bernoulli 

distribution is a discrete random variable. The 

logistic regression model is used to predict the 

likelihood of having CAD (since it is a yes or no 

situation) based on different independent variables. 

The authors chose this strategy to study binary 

information, which is helpful when analyzing what 

causes CAD in this sample. 

𝑝𝑟(𝑌 = 𝑦, 𝑝) = 𝑝𝑦(1 − 𝑝)1−𝑦;   𝑦 = 0,1 (1) 

Suppose there are n people and k different 

independent variables such as(𝑥1, 𝑥2, … 𝑥𝑘). 

Sometimes, independent variables are measured 

using numbers, categories, or features of both [11]. 

For individual i, it can be written as 

𝑝𝑖 = 𝑝(𝑦𝑖 = 1) and 1 − 𝑝𝑖 = 𝑝(𝑦𝑖 = 0) (2) 

The logistic regression technique assumes that the 

logistic function can explain the connection between 

the binary variable and the other variables. 

                                       

                      𝑝𝑖 =
𝑒𝑥𝑖𝛽

1+𝑒𝑥𝑖𝛽                          (3) 

𝛽(𝑘+1)(1) It is the vector of the model’s parameters 

and the vector of the model’s independent variables. 

The odds ratio is the ratio of the parameter pi to 1 

minus pi (see [12]). We get it from:   

                                          

                  𝑜𝑑𝑑𝑠 =
𝑝𝑖

1−𝑝𝑖
= 𝑒𝑥𝑖𝛽               (4)                                    

Probability is the ratio between the chance of an 

event happening and the opportunity that it does not 

occur. With logistic analysis, researchers can directly 

estimate the chance of an event taking place (Refer 

to [13]).  

The logarithm or the principle of odds                                             

                                

     𝑙𝑛(𝑜𝑑𝑑𝑠) = ln (
𝑝𝑖

1−𝑝𝑖
) = 𝑒𝑥𝑖𝛽            (5) 

Researchers often call it the logit value of p [11]. 

This means we use ordinary multiple regression, but 

with logit as the dependent variable. This formula is 

applied when we want to study the relationships 

between k different explanatory factors and the 

dependent variable. Probability estimation is 

possible because this form ensures the predicted 

value of the dependent variable always remains 

within the range 0 and 1, regardless of the amount 

taken from the explanatory variables [14]. Often, the 

logit of p is termed multiple logistic regression [15], 

and this is an effective way to predict binary 

outcomes from several explanatory factors. 

 

Source and description of data 

People with coronary artery disease (CAD) being 

seen at the Benghazi Heart Center from 2020 to 2022 

were the subjects of the study. In total, 6,777 patients 

were treated during this period. 1,355 people were 

included in the study, as they formed a random 20%, 

and their sample size was approved for statistical use. 

The reason for this approach was that it works best 
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for groups with slight variation among their 

members. The total population (6,777) was divided 

by the sample size we wanted (1,355), and this gave 

us a sampling interval of 5. We chose the first 

random date to start with, and every fifth case was 

selected in the sample. When we removed the 

incomplete records, the total number of participants 

reduced to 856, between the ages of 26 and 86. 

We excluded the following from the study: 

1. People who had surgery on their hearts or received 

pacemakers. 

2. When equipment breaks down or is delayed for 

some reason, the performance of catheterization is 

delayed. 

3. Persons who choose not to have catheterization 

performed. 

4. Performing regular check-ups and 

echocardiograms in people with no CAD diagnosis. 

Variable Description 

At this point, you will mention all the variables under 

study (such as age, gender, smoking, diabetes, blood 

pressure, and blood clots). 

Six variables were studied: one numerical variable, 

age (divided into three groups), and five qualitative 

variables, gender, smoking, blood pressure, diabetes, 

and blood clots. Each variable was represented by 

putting 1 for its presence and 0 for its absence. A 

logistic regression technique was used to assess how 

the independent factors play a role in CAD. 

There were six key variables studied during the 

study: 

1. For this study, age was clustered into three age 

groups 

2. The gender variable is recorded as a dummy 

variable. 

➢ 1 is Male 

➢ 0 is assigned to Female. 

3. Smoking is considered a qualitative variable that 

is coded as a dummy variable. 

➢ 1 refers to being a smoker 

➢ 0 means you do not smoke. 

4. Blood Pressure (Qualitative Variable): Assigned a 

dummy variable: 

➢ A diagnosis code of 1 indicates Hypertension 

(high blood pressure). 

➢ Normal blood pressure is a reading of 0. 

5. Diabetes was recorded as a dummy variable, with 

two levels: 

➢ When there is one, the condition is called 

diabetes. 

➢ When blood sugar is 0, a person is not considered 

to have diabetes. 

6. Blood Clots is considered a dummy variable that 

uses binary coding. 

➢ 1 means blood clots are present 

➢ When there is no sign of blood clots, it is found in 

0. 

The variables were examined systematically using 

binary logistic regression. The investigators used 

logistic regression to determine whether these 

independent variables affect the likelihood of 

someone having coronary artery disease (CAD). 

This approach allows us to see which risk factors are 

most important for CAD and how they affect disease 

risk. 

Ethical Approval  

This study was conducted in agreement with the 

ethical values of the organized and national research 

commission and with the 1964 Helsinki Declaration 

and its later amendments. Ethical approval for this 

research was obtained from the Research Ethics 

Committee of the University of Benghazi, Faculty of 

Science. All data used in this study were collected 

retrospectively from medical records at the Benghazi 

Heart Center between 2020 and 2022. The patients’ 

personal identifiers were removed prior to analysis 

to ensure anonymity and confidentiality. Since the 

study used anonymized secondary data, the ethics 

committee waived the requirement for informed 

consent. 

Results 

Relationships between categorical variables were 

studied using contingency tables, and frequencies 

and percentages revealed which associations and 

trends were significant. 

The Hypothesis of Chi-Square Test 
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Null hypothesis (H0): there is no statistically 

significant association between age, gender, 

diabetes, hypertension, and blood clot and coronary 

artery disease (DAC). The main points of the 

analyses are listed as follows. 

❖ CAD affected men more often than it affected 

women; males had a prevalence of 57.4%, while 

females had 18.5%. Using a chi-square test, we 

found that males are at increased risk for CAD, 

compared to females (p- value < 0.05). 

❖ CAD was more widespread among adults aged 45 

to 64 than in any other age group (48.0%). Chi-

square testing showed that age and CAD are 

strongly linked (p- value < 0.05), demonstrating 

that age significantly affects the risk of CAD. 

❖ No evidence that being hypertensive significantly 

predicts CAD in those studied (p- value > 0.05). 

❖ There is a meaningful relationship between 

diabetes and CAD (p- value < 0.05). This study 

points out that diabetes increases the chance of 

CAD. 

❖ Those with blood clots had a greater chance of 

CAD compared to others (p- value < 0.05). 

❖ It was observed that smoking is a significant cause 

of CAD in the population, since their association 

was substantial (p- value < 0.05). 

With this research, we see that age, gender, diabetes, 

blood clots, and smoking are significant factors 

increasing the risk of coronary artery disease, which 

is very helpful when choosing proper treatment plans 

and treatment programs. 

Binary logistic regression was used to identify the 

most significant predictors of CAD. The analysis 

was conducted using three methods: The Enter 

method, the Forward Stepwise method, and the 

Backward Stepwise method. 

Significant Predictors of CAD 

When using Enter, Forward Stepwise, and 

Backward Stepwise, the same significant predictors 

of CAD were found in each case: 

1. The model shows that age (OR = 1.715 for Enter, 

1.702 for Forward and Backward Stepwise). 

2. Gender proved to be important for both the 

complete model and the models built by stepwise 

regression. 

3. The model found that diabetes has a relative risk 

of 2.935, which decreased to 2.851 using the forward 

and backward stepwise method. 

4. Blood Clots (OR = 2.822 for Enter on Standard 

Cox Regression and 2.941 on Forward and 

Backward Stepwise Cox Regression) 

All of these predictors were significant, with p-

values under 0.05. This means these factors are 

highly linked to the risk of CAD 
Variable Coefficie

nt (B) 

Standard 

Error 

(SE) 

Wald 

Value 
p-value Odds 

Ratio 

(OR) 

Age 0.539 0.112 23.14 < 0.001 1.715 

Gender 1.350 0.245 30.36 < 0.001 3.858 

Diabetes 1.077 0.231 21.68 < 0.001 2.935 

Blood 

Clots 
1.037 0.227 20.85 < 0.001 2.822 

Constant -2.153 0.356 36.57 < 0.001 0.116 

 

Comment: table summarizes the results of a binary 

logistic regression model identifying key factors 

associated with CAD. All listed variables (Age, 

Gender, Diabetes, and Blood Clots) show a 

statistically significant association with CAD (p-

value < 0.001). The Odds Ratio (OR) indicates the 

increased likelihood of CAD for each factor. For 

instance, being male increases the odds of CAD by 

3.858 times compared to females, while diabetes 

increases the odds by 2.935 times. These findings 

highlight the importance of these factors in assessing 

CAD risk. 

Model Significance 

H₀: The proposed regression model is not 

statistically significant. 

H₁: The proposed regression model is statistically 

significant 

All models showed a low p-value, less than 0.05, 

with a χ² value of 114.969 for Enter, so we reject the 
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null hypothesis) ,111.976 for Forward Stepwise, and 

112.988 for Backward Stepwise. The results show 

that the models fit the data well and that the 

predictors found matter. 

Goodness of Fit (Hosmer and Lemeshow Test) 

With p-values higher than 0.05, the Hosmer and 

Lemeshow test revealed that our model adequately 

represented the data. 

Predictive Accuracy 

The models were able to make accurate predictions 

78.2% of the time on average. Yet, it was better at 

predicting CAD cases where there was heart disease 

(95.8%) than cases where there was not (22.7%). As 

a result, the models can accurately detect CAD better 

than they can find those who do not have it. 

ROC Curve Analysis 

The ROC AUC values were. 

The AUROC obtained was 0.727 when using the 

entry-to-entry method. 

• Forward Stepwise Method: 0.725 

• The backward stepwise method led to an AUC of 

0.725. 

A score of 0.727 proves that the models could tell 

apart CAD-positive and CAD-negative cases, as 

shown in Fig. 1 below: 

 

 

 

 

 

 

Figure 1: ROC curve 

 

 

Discussion 

The study found that binary logistic regression 

effectively finds the main factors that predict CAD. 

All methods—Enter, Forward Stepwise, and 

Backward Stepwise—had a correct classification 

rate of 78.2%. This shows that the model can be 

trusted to identify whether CAD is present.  

Although the model performed well overall, its 

ability to correctly identify patients who do not have 

coronary artery disease (CAD) was low, with a 

specificity of only 22.7%. This means the model 

often predicted that patients had CAD even when 

they did not. While this may seem safer in a hospital 

setting, it could lead to unnecessary tests, stress for 

patients, and extra use of resources. The discussion 

of this issue was limited, and more explanation is 

needed. 

One possible reason for this result is that the data 

may have included more CAD-positive cases than 

negative ones, causing the model to focus on 

predicting the positive group. Another reason could 

be that important factors such as cholesterol levels, 

family history, or medications were not included in 

the analysis. Also, some patients without clear 

symptoms might have been misclassified, making it 

harder for the model to learn how to recognize true 

negative cases. 

To improve the model in future studie, researchers 

could use balanced samples, add more medical and 

lifestyle variables, or try other models like machine 

learning methods. These steps might help the model 

become more accurate in detecting both CAD and 

non-CAD cases. 

The most significant discoveries from the study are 

located here: 

1. Gender, age, diabetes, and blood clots were the 

impacted variables for CAD. All three analyses 

found the same factors to be strongly related to CAD. 

2. The likelihood of having CAD grew as age 

increased, with an odds ratio of 1.702. According to 

these results, older people tend to get coronary artery 

disease, in agreement with other studies on aging and 

heart disease. 
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3. Men had a higher risk of CAD than women did, so 

males were 3.858 times as likely to get it. The same 

finding has been made in other studies, which link 

gender with a greater risk of CAD in younger people. 

4. Among patients, those with diabetes were more 

likely to develop CAD by nearly three times, and 

those with blood clots were almost three times as 

likely, according to the results. The results suggest 

that managing diabetes and monitoring blood clots 

help to prevent CAD. 

5. Confirming Model Fit: Using the Hosmer and 

Lemeshow test, there was no significant gap between 

the actual values and the values predicted from the 

model. Positive cases were identified accurately 

(95.8%), though the model missed most of the time 

(77.3%) when trying to determine those who were 

negative. Therefore, we should look for ways to 

improve the model so it predicts even better. 

6. According to the ROC curve analysis, the model 

had an area under the curve (AUC) of 0.725 and 

could identify positive cases about 72.5% of the 

time. Consequently, the model appears to be 

effective at forecasting CAD. 

7. Same Outcome: The similar results using the 

Enter, Forward Stepwise, and Backward Stepwise 

approaches prove that the model is strong. The fact 

that changing the order of entry does not affect the 

results supports a strong statistical relationship 

between the independent variables and the outcome. 

Conclusion 
This study aimed to find the main things that cause 

CAD using a simple statistical model (binary logistic 

regression). The study successfully showed that 

things like being older, being male, having diabetes, 

and having blood clots are strongly linked to a higher 

chance of getting CAD. Specifically, men were 3.8 

times more likely to get the disease. The risk also 

doubled for older people and those with diabetes or 

blood clots. This highlights how important these 

factors are for doctors when checking patients. 

The model was good at correctly identifying cases 

overall (78.2% accuracy) and was reasonably good 

at telling the difference between sick and healthy 

people (AUC = 0.725). This means it can be a useful 

tool for predicting if someone has the disease. 

However, the study found that the model was very 

bad at correctly identifying people who don't have 

the disease (Specificity = 22.7%). This means it often 

says someone has CAD even when they don't. This 

problem could lead to unnecessary tests and cause 

stress and financial burden for patients and the 

healthcare system. 

Because of these findings, the study suggests that we 

should focus on finding CAD early and managing 

risk factors in people who are more likely to get it, 

especially older men with long-term illnesses like 

diabetes. To make the model better in the future, it's 

suggested to use more balanced data, add more 

information (like cholesterol levels and family 

history), and use newer machine learning methods 

that might be better at handling complex data. 

In conclusion, this study gives important insights for 

CAD research. It confirms that the logistic regression 

model is a strong starting point. Fixing the current 

problems will help create better and more reliable 

prediction tools, which will improve how we treat 

patients. 

 

Conflict of interest: The authors certify that there 

are no conflicts of interest. 
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