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world applications. Derived as a special case of the Egwaider distribution with semi-
finite support, the properties of the suggested distribution were thoroughly
investigated. Various special cases of the distribution were derived and illustrative
examples featuring different parameter values were presented. Finally, the discussion
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1. Introduction

The Egwaider distribution, also referred to as the discrete
power function distribution, is a univariate, unimodal
discrete probability distribution with three parameters. It
was developed by Muiftah [Ref. 1] as a discrete
counterpart to the continuous power function distribution,
employing a widely recognized discretization method.
This distribution is defined by its probability mass
function, which takes the form:

17 [
X—a x—a+l s
o= g
P(x=x)=\ %7 o8 ;
x—a+l X—a s
- , —>0
( s ) ( s ) 0
With finite or semi-infinite support defined according to
the signs of both & and s as follows:

xe€la,a+s-1], s>0,6>0,

xela+s,a-1], $<0,0>0,

x ela+s,o), s>0,60<0,
xe(—o,a+s], 5§<0,0<0

Where a and s are integers, and @ is the shape parameter.

Thus, the Egwaider distribution can be re-written as:
v=af -(y—a+1f s

) , —<0
P(Y=y)= s ., 7
(y—a+1) —(y—a) s
7] ., —>0
s 7
y=a,a+l,---,a+s-1; s>0,6>0
y=a+s,a+s+Ll--,a-1; s<0,0>0 )
y=a+s,a+s+1,--; s>0,0<0
y=--,a+s—-lLa+s; §<0,0<0

The first type of the Egwaider distribution (EGW-I) was
obtained by Muiftah [Ref. 2], by considering € >0 and s
> 0 in the probability mass function (1), thus its probability
mass function is given by:

C(-a+))? —(1-a)?

SH

t=a,a+1,-,a+s-1;, s§>0,0>0

P(T=t)
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Whereas, the second type of the Egwaider distribution
(EGW-II) was obtained by Muiftah [Ref. 3], by
considering & > 0 and s < 0 in the probability mass
function (1), thus its probability mass function is given by:
~(w-a)? ~(w-a+1)?

59 )
w=a+s,a+s+1,---,a-1 s<0;, 6>0

2. Derivation of the EGW-III
Distribution

PW=w)

Taking € < 0 and s > 0 in the probability mass function
(1), the EGW-III distribution arises and is given by the

following probability mass function:
[ 1%
(x—a)” —(x—a+1)
P(X=x)= ,
s? @
x=a+s,a+s+l--- ; 5>0, 6<0

where, both a and s are integers.

To prove that the probability mass function (2) defined on
the interval [a+s, ©), for @ <0, s > 0, and a, s integers, is
a probability mass function, we need to verify two
properties:

Property-1: Non-negativity:
We need to show that f{x) > 0 V x in [a+s, ),

Proof:

Since 6 < 0, the terms (x — a)g and (x—a+ 1)9

are positive forx>a + s [because (x-a >s>0)and  (x-
a+tl>x-a>s>0)].

For (8 < 0), the functiong(z)zze is a decreasing

function. This means that if z; < z, , then 216 > Zg .

Here,
(x—a)g >(x—a+1)6 = (x—a)e —(x—a+1)0 >0,

thus, the numerator is positive, and since s?>0 (as s>0),
the denominator is positive, so f(x) > 0 #.

Property-2: Normalization: We need to show that
2 (x—a)g —(x—a+1)'9
[

2

x=a+s A

=1,

Proof: Rewrite the sum:

z 2 (-a) ~(—ar D’ 1
Srw= 3 Gma ttoa) L

x=a+s x=a+s N N
S[—a) —(x—a+ 1]

Now, Let £ = x - a. Since x € [a+s, ©), k € [s, ©), the sum

becomes: LH Z[ka —(k+ 1)6] , which is a

S x=s
telescoping series.

f[ka —k+D?1=[s? =G+ 1+ +1)? = (s +2)?]

X=S

+(s+2) = (s+3)7 ]+

Notice that most terms cancel out, leaving only the first

term, and the last term which is zero [as lim (k + 1)0 =0,
X—>0

for £<0].
Thus, Zf(x):—e.s =1 #
x=a+s N

2.1. Distribution Function

The distribution function of the EGW-III distribution is:

0
—a+1
F(x)zl——(x atl) , Xx=a+s,a+s+l;
s? (3)
s>0 0<0
Proof:
0 o
X (v=a)’ —(v—a+l
F= 3 Wm0 —bmard
v=a+s N

{16)? =+ 1+ s+ 17 (s +2) 77+

_+—a-)? -x-a)1+[x-a)’ —(x—a+1) "]}

SH

_sg—(x—a+1)9 _1_(x—a+1)0 4
s? s? .

2.2. Survival Function

The survival function is the complementary function of the
distribution function, hence, the survival function of the
EGW-III distribution may be given as:

0
(x—a+1)
Sx)=1-F(x)=——",
sf 4)
x=a+s,a+s+1,---; §>0, 6<0

It is clear that the EGW-III distribution reserves the same
(distribution function / survival function) of the
continuous power function distribution when € < 0 and

s> 0 [Ref. 3,4].

2.3. Hazard Function

The hazard function of the EGW-III distribution is given
by:
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_ (x—a)e —(x—a+1)6
(x—a)g ’ (%)

x=a+s,a+s+1,---; >0, 60<0,

h(X)

Proof:

S(x-1)-S(x)
S(x-1)

(x—a)9 _(x—a+1)9

[ ]
Sg SH

(x—a)’

[
0

h(x) =

]

(x—a)g—(x—a+l)‘9
[ 0
0
(=

N

]

_ (x—a)'g —(x—a+1)'9
(x-a)’

2.4. Moments of the distribution

The moment of order » (' moment) of the EGW-III
distribution is:
’ r 1 2 N YN . [
Hy =EX")=—2(a+ )" [(H" -(G+D"T  (6)
S

i=s

Proof:

U= EX) = Y (- ) —(r-a+ 1)

S x=a+s

=L s 197~ (5410
St9

+a+s+D) [(s+D? —(s+2)7]

+a+s+2) [(s+2)7 —(s+3)771+--}

N NP .
not == S+ N IO -G #
S j=s
It may observed that 4 = E(X O) =1, as
0
I ~G+n71=s7,
Jj=s
0
Proof: 3’ [(j)g -+ 1)'9] is a telescopic summation, all
Jj=s
terms canceled except the first term (S)e and the last term
which is zero [as lim (j+1)? =0, for 9< 0],
J—>®©
o0
I =G +D?1=[)7 ~(s+D7]
Jj=s
+Hs+D)? —(s+2)?1+[(s+2)? (s +3)7 1+ =57

= uy=EX")=1#

2.4.1. The Expected value of the distribution

The Expected value (mean) of the EGW-III distribution is
the first moment of the distribution and may be calculated
using the formula:

SO —ii+1)°]
pi=py =E(X)=a+=

;5>0 (7a)
SH

Proof: Using eq. (6):
i =E<X>=S%ij<a+j)[(j)9 ()=

Sieli[a(j)g —a(+0? + () -G+

=Sl9{[a ) —a(s+D)? +() 7 = () + D1+ [a (s +1)?

—a(s+2)? + s+ ) —(s+D)(s+2)7]

+la(s+2)? —ats+3)? +(s+2)7 (s +2)(s+3)7 1+
_ 1 a@? I =)+ D+ s+ -
50 +D(s+2) 1+ [ +2) = (s +2)(s +3)7 1+

=L+ T -G+
S Jj=s

o0
O+ 2
IO =jG+D7]
_ i=s
=a+ G #
The sum in eq. (7a) is difficult to evaluate directly, but
we can use the fact that the probability mass function is a

power-law distribution. For € <0, the mean exists only if
0 < —1. If 0 <—1, the first moment (mean) is
approximated as Ref. [5,6]:

S
[ =FE(X)=a+s+——,; s>0. 7b
Hi = Hy ( ) 0+1 ( )

Proof:
i . (x—a)e—(x—a+l)0

E(X)= ¥ .

xX=a+s N

=i9 S ef(x-a)’ —(x—a+1?]

S x=a+s

Letk =x-a,sox =a + k, and the sum becomes:
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E(X) =Si9i(a+k)[k0 —(k+1)7]

x=s

= SR — (k4 1) ]+ S KA — (ke +1)°]
[ — A —

The first sum is telescoping, Z[k‘g —(k+ 1)‘9] =g,
thus: -2 z K —(k+1) ]_% L

S x=s
The second sum is to be approximated using integration
for large s:
For 0 < 0, the dominant term comes from the behavior of
kg+1 ,

x=s x=s k x=s
S6+1

=—0[k%dk=-0(—), (for O<-1
{ (9+1) (for )

Thus, the second sum is to be approximated as:
9+1 _65

—Zk[k9 (k+1)? ]~—[—( )=

9 =2 +17 6+1

Adding the two sums, we get the approximation of the
mean as:

EX)~a+s+——; s>0, O<—1 #
0+1

2.4.2. The Second Moment of the distribution

The second moment of the EGW-III distribution
is given by:

S {Qa+ HIGH* - G+D0T

wy=E(X*)=a® +2 ;
N
Proof:
, 12 .
Hy = E(X =—HZ (@+ N1 =G+n7]

=—z(a +2aj+j)()H? -(+D]

S =5

=%§[a () -+ +2a ()"

=S

24 (j+1)? +(H02 - j2(+1D7]

(8a)

= lg{[az(s)f’ —a*(s+1)? +2a(s) 7"
N

~2a(s)(s +1)? + ()7 —(5)% (s +1)?]

+[a%(s+1)? —a?(s+2)? +2a(s +1)7*!
“2a(s+D)(s+2)? +(s+ D) —(s+ D)% (s+2) ]+
) a%(s)°

S:9

20" - 2a()(s 4D +(5)77 ~(5)2 (541
S

+[2a(s + )% —2a(s +1)(s +2)7 + (s +1)7*2
(D)2 (s+2) 1+

i{Za(j)'g+1 2aiG+D? +(H?H2 = 2+
2, Jj=s

SH

>{@a+ NN’ -G+
_ 2 J=s
=a” + 0 #
The sum in eq. (8a) is again difficult to evaluate directly,
but we can use the fact that the probability mass function
is a power-low distribution and integral approximation

techniques. For € <0, the second moment exists only if

0 <-=2. If @ <-2, the second moment can also be
approximated using integration for large s Ref. [5,6]:
2

2as
- E(X? +0—+
y = E(X?)~a? (9 o

Proof: Letk=x-a,sox=a+ k, the support becomes
k € [s, »0), and the probability mass function (2) in terms of
kis:

)75>0,0<-2 (8b)

k% —(k+1)?
Se '

Since x = a + k, we have:
E(X?)=E[K +a)’]1=E(K?)+2a E(K)+a?

E(K) and E(K?).

0 0
E(K)= SkPKK=k)= ka
k=s S

This is a telescopic series.
Approximating the sum for large s (using an integral

P(K=k)= k=s,s+1,---;5>0,8<0

We need to compute

approximation for 6< 0):

E(K)_igof —(k+1)%1dKk

.0 0-1
For 0 < 0, (k+1) ~k” +0k

(first-order Taylor

. k9 -(k+1)? ~—0 k%!
expansion), so: >

thus,
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E(K)z_—fjk.k'g_l dk=— [ k dk
K s

(k9+1 _0(_ S9+l)
0 0+1]s 0 0+1
o
E(K)~ 2>
(since @ +1 <0), therefore: 0+1

Similarly,

E(K?) = Zkz P(K = k)—ZkP(K k)
Zkkg—(k+1)

Again, using the approximation:
k2 -(k+1)f ~ -0 k%!
E(K2)~ jkz kO dic = ejkg*ldk
s N
19 k92 oo -0 02
0+2|s s° = 0+ 2)

(since 8+2 <0)

Therefore:

2

2 Os
EK)——.
(&%) 0+2

Thus,
E(X?)=(K?*)+2a E(K)+a’

052 0 2
AN PRI =0( L 2as)+a2
0+2 0+1 0+2 6+1

The approximation improves as s becomes large.

#

2.5. The Variance of the distribution

Using eq. (7a) and eq. (8a) in the formula
Var(X) = E(X?)-[E(X)]?, the variance of the EGW-
III distribution may be given as:

S -2 +))
Var(X) =22

SH

2
{Z[(j)"“ —j(j+1)"’>}

i=s

20 (9a)

Proof:
Var(X) = E(X?)~[E(X)]?

> t@a+ NI G+
= Var(X)=a’ + =

SB
. 2
N, N0
LD =G+
_ a+i=s
SH
Let c; =N -jG+n?, (9b)
then,
o0 o0 2
Z(2a+j)cj 2a2cj ch
Var(X)=a? + 2 SR = S )
s? s? s?
-1 -1 -1 =
2ay. Yje; 2adc; J ch
= R R = R Ve
SQ SG SG s29
2
o0
zjc (ZCJJ
Var(X):J:SQ j7S20
s s (9¢)

replacing ¢ by its value given by (9b) in (9¢),

2
SI)°2 -2+ { DY (Va8 —j(j+1)")}
Var(X):j:S _U= #

SH S26

The sum in eq. (9a) is again difficult to evaluate directly,
then, the variance can be approximated using the first and
second moments given by (7b) and (8b), then, the variance
of the EGW-III distribution will be:

Var(X) = E(X*)-[E(X))*

2as 2 s 2
~[0 _ 2
0 5+ gep 1 @rs )
2 2
_ Os”  s(@a+3s+s6) s ' (9d)
0+2 0+1 @ +1)°

2.6. The Mode of the distribution

The mode of the EGW-III distribution is the smallest value
in the support of the distribution and is given as:

Mode (X)=a+s, 0<0,s>0 (10)
Proof:
Since s > 0, the probability mass function (2) is a
decreasing function in terms of x, it attains its maximum
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value if the numerator[(x— a)g —(x—a+ 1)9] is

maximum for x > a+s, and since @ < 0, the negative
exponent causes the terms to decrease as x grows.

To determine where the probability mass function (6)
maximizes, we can examine the behavior of the
differences between consecutive values of the probability
mass function by determining the relative sizes of P(X=x)
and P(X=x-+1) for successive values of x:

Considering the ratio:

(x—a+)? —(x—a+2)?

P(X:x+l)= 57
P(X =x) (x—a)a—(x—a—i-l)e
1%
s

_ (x—a+1)9 —(x—a+2)0
(x—a)g —(x—a+1)9

since @< 0, the function f(x)=(x- a)g is a decreasing
function in x. Hence, the numerator and the denominator
are both positive, therefore, P(X=x) is a decreasing
function of x for large x. Thus, the mode will occur at the
smallest value of x in the support of the distribution which
isx = a+s.

> MaxP(X=x)=P(X=a+s)

B (a+s—a)9 —(a+s—a+l)9

SH

_ (7 =(s+1’

S6

It may be noticed that the mode of this distribution is
analogues to that of the continuous power function
distribution when 6 < 0 and s > 0 and to that of the
EGW(II) distribution.

s>0,0<0.

2.7. The Median of the distribution

The median of a discrete distribution is the value m such
that: P(X <m)> 0.5 and P(X >m) > 0.5.

The median m is the smallest integer such that F(m) > 0.5,
where, F(.) is the distribution function of the EGW-III
distribution given by equation (3). Since the probability
mass function (2) decreases as x increases, therefore, the
distribution function F(m) will increase as m increases,
and the median will be around the point where the sum of
the probabilities first reaches or exceeds 0.5, i.e. the
median will be near the smaller values of x, and is
expected to be close to a+s. However, for exact
determination, we would need to compute the cumulative
sum of the probabilities.

For large x, the probabilities decrease rapidly, and the
median is likely to be just a few steps larger than a+s
because the probabilities decrease quickly.

Thus, the median will be near a+s, but it will depend on
the specific values of & and s. For small values of &, we
might expect the median to be a+s+/ or a+s+2.

3. Special Cases of the Egwaider Type-
III Distribution

Here are some discrete distributions that may be
considered special cases from the EGW-III distribution:

3.1. Taking a=0,s= 1, the EGW-III distribution reduces
to the discrete Pareto distribution (also known as
Lomax distribution), with the probability mass
function:

PX=x)=x-(x+1)?, xe[lw), @11

which is a heavy-tailed distribution often used to
model phenomena with power-law behavior.

3.2. Considering a=0,s=1, #=-1, the EGW-III
distribution reduces to the Zipf distribution with a
probability mass function:

1 1
PX=x)=—>——,

x x+1
which is used to model rank-frequency data,

such as word frequencies in natural language.

x €[l,), (12)

3.3. Fora=0,s=1, 6=-kfor some k>0, the EGW-III
distribution reduces to the generalized Zipf
distribution with a probability mass function:

P(X=x)=x*-(x+1)7F, xe[l,o), (13)

which extends the Zipf distribution to allow for
different tail behaviors.

3.4. Puttinga =0,s =1, 6= -f for some > 0, in the
probability mass function (2), the EGW-III
distribution reduces to the discrete Weibull
distribution with a probability mass function:

PX=x)=x?—(x+)7P xe[l,o), (14)

which is used to model failure times in reliability
analysis.

3.5. Shifted distributions
The EGW-III distribution given by the
probability mass function (2) shifted by a. For
example, if a=1,s=1, #=-1, the probability mass
function becomes:

1 1
PX=x)=————,

x x+1
This is a shifted version of the Zipf distribution in

which a = 0.

X €[2,), (15)
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4. Practical Applications

4.1.

Table 1 displays the probability mass function [P(x)],
distribution function [F(x)], survival function [S(x)],
and hazard function [h(x)] for the EGW-III (0, 10, -
0.2) distribution, whereas, Figures 1 and 2 illustrate
the probability mass function [P(x)] and hazard
function [h(x)] of the same distribution, respectively.

=02 _ (1 1)-02

P(X=x)=2

x=10,11,---

Table 1: of the EGW-III (0, 10, -0.2) distribution

4.2.

Table 2 displays the probability mass function [P(x)],
the distribution function [F(x)], the survival function
[S(x)], and the hazard function[/(x)] of the EGW-III
(5, 8, -0.2) distribution, whereas, figures 3 and 4
illustrate the probability mass function [P(x)] and
hazard function [h(x)] of the same distribution,
respectively.

=) x4

X P(x) F(x) S(x) h(x)
10 00188815 0.0188815  0.9811185  0.0188815
11 0.0169259  0.0358075  0.96419250  0.0172517
12 0.0153124  0.0511199  0.94888008  0.0158810
13 0.0139602  0.0650801  0.93491988  0.0147123
1000 00012544 03702970  0.62970294  0.0019881
1000 0000794 0.6019724  0.39802759  0.0001998
o0 —0 —1 —0
3 1
P(x)
0.02
0.015
0.01
0.005
0 .-.-——|
DO ED N DS
X -~
Fig. 1: The probability mass function of the
EGW-III (0, 10. -0.2) distribution
h(x)
0.02
0.015
0.01
0.005
0 | B —_
U N N IR RN I IR &Q @Q
x o

Fig. 2: The hazard function of the
EGW-III (0, 10. -0.2) distribution

P(X =x) 02 , x=1314,---
) N
Table 2: The EGW-III (5, 8, -0.2) distribution
X P(x) F(x) S(x) h(x)
13 0’02?;2813 0.0232813  0.9767186  0.0232813
14 0’02%3661 0.0436475  0.9563525  0.0208516
50 0'00371049 0.2951991  0.7048008  0.0043861
100 0'00112754 0.3916356  0.6083643  0.0020920
100 0.0000765 0.6189638  0.3810361  0.0002008
0 9 1 8
o0 —0 — 1 —0
z 1
P(x)
0.025
0.02
0.015
0.01
0.005 I
0 _'J_'_ -
13 14 15 16 17 18 30 50 100 1000
X
Fig. 3: The probability mass function of the
EGW-III (5, 8. -0.2) distribution
h(x)

0.025
0.02
0.015
0.01
0.005 I
0
a0

A =

13 14 15 16 17 18 50 100 1000

X

Fig. 4: The hazard function of the
EGW-III (5, 8. -0.2) distribution
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4.3. Table 3 displays the probability mass function [P(x)],

the distribution function [F(x)], the survival function
[S(x)], and the hazard function[/(x)] of the EGW-III
(0, 10, -1.3) distribution, whereas, figures 5 and 6
illustrate the probability mass function [P(x)] and
hazard function [h(x)] of the same distribution,
respectively.

EGW-III (0, 10. -1.3) distribution

-1.3 -1.3
—(x—-1
P(X=x)=2 953)  x=1011,---
10y~
Table 3: The EGW-III (0, 10, -1.3) distribution
X P(x) F(x) S(x) h(x)
10 0.1165346  0.1165346  0.8834653  0.1165346
7 74 26 7
11 0.0944882  0.2110229  0.7889770  0.1069518
6 34 66 6
20 0.0249595  0.6188333  0.3811666  0.0614575
3 36 64 7
50 0.0031363  0.8797296  0.1202703  0.0254148
7 02 98 8
100 0.0006441  0.9505254  0.0494745 0.0128521
3 16 84 3
100  0.0000032  0.9974913  0.0025086  0.0012985
0 6 82 18 1
00 —0 —>1 —0
Z 1
P(x)
0.14
0.12
0.1
0.08
0.06
0.04
0.02
0 N S
10 11 12 13 14 20 50 100 1000
X
Fig. 5: The probability mass function of the
EGW-III (0, 10. -1.3) distribution
h(x)

0.14
0.12
0.1
0.08
0.06
0.04 I
0.02
0 — I -
20

10 11 12 13 14 0 100

X

1000

1]

Fig. 6: The hazard function of the

4.4. Table 4 displays the probability mass function [P(x)],
the distribution function [F(x)], the survival function
[S(x)], and the hazard function[/(x)] of the EGW-III
(3, 9, -3.4) distribution, whereas, figures 7 and 8
illustrate the probability mass function [P(x)] and
hazard function [h(x)] of the same distribution,
respectively.

-34 34
-3 —(x-2
P(X=x)= (x=3) _S ) , x=12,13,---
(C)
Table 4: The EGW-III (0, 10, - 1.3) distribution
X P(x) F(x) S(x) h(x)
12 0.30108483  0.30108483  0.6989152  0.3010847
13 0.19345231  0.49453713  0.5054629  0.2767893
14 0.05539245  0.40968834  0.5903117 0.0857861
15 0.04750643  0.45719477  0.5428052  0.0804769
50 0.00313637  0.87972960  0.1202704  0.0254149
100  0.00064413  0.95052542  0.0494746  0.0128521
500  0.00000001  0.99999916  0.0000008  0.0068109
0 -0 -1 -0
z 1
P(X=x)
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0 —r T T
12 13 14 15 16 17 18 19 20 S0 100 500
X
Fig. 7: The probability mass function of the
EGW-III (3, 9. -3.4) distribution
h(x)
035
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Fig. 8: The hazard function of the
EGWH-III (3, 9. -3.4) distribution
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4.5. Table 5 displays the probability mass function [P(x)],
the distribution function [F(x)], the survival function
[S(x)], and the hazard function[/(x)] of the EGW-III
(-5, 8, -2.5) distribution, whereas, figures 9 and 10
illustrate the probability mass function [P(x)] and
hazard function [h(x)] of the same distribution,

respectively.
2.5 2.5
x+5 —(x+6
P(X=x)=( ) _2(5 ) , x=34,-
(€ I
Table 5: The EGW-III (-5, 8, -2.5) distribution
X P(x) F(x) S(x) h(x)
0.255064  0.25506444  0.7449355  0.2550644
3 4 8 5 6
0.172502  0.42756657  0.5724334  0.2315665
4
1 7 2 3
0.001698  0.97672071  0.0232792  0.0680044
30
6 6 8 1
50 0'00‘(1)355 0.99228639  0.0077136 0'04‘;0467
100 0.000037  0.99843514 0.0015649 0.0234182
5 6 9
500 0.000015 0.99996852 0.0000314  0.0049333
6 8 9
00 —0 —1 —0
z 1
P(X=x)
0.3
0.25
0.2
0.15
0.1
0.05
D J_l_ T T T T T T/
3 4 5 ¢ 10 3 50 100 500
X
Fig. 9: The probability mass function of the
EGW-III (-5, 8. -2.5) distribution
h(x)
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Fig. 10: The hazard function of the
EGW-III (-5, 8. -2.5) distribution

4.6. Table 6 displays the probability mass function [P(x)],

the distribution function [F(x)], the survival function
[S(x)], and the hazard function[/(x)] of the EGW-III
(8, 2, - 0.5) distribution, whereas, figures 11 and 12
illustrate the probability mass function [P(x)] and
hazard function [h(x)] of the same distribution,

respectively.
-0.5 -0.5
x—8 —(x=7
e S M
2
J_J_ J_ x=1011---
Table 6: The EGW-III (8, 2, -0.5) distribution
X P(x) F(x) S(x) h(x)
0.1835034  0.1835034  0.8164965  0.183503
10
2 2 8 4
0.1093898  0.2928932  0.7071067  0.133974
11
0 2 8 6
30 0.0041986  0.7459997  0.2540002  0.016261

4 5 5 4

0.0000647  0.9363070  0.0636929  0.001014

500 0 3 8 7
100  0.0000226 09551213 0.0448787  0.000503
0 1 1 7
o -0 —>1 -0
> 1
P(X=x)
0.2
0.15
0.1
0.05
0 —v—.—v— —v—-—v— T T T T
10 11 12 13 50 100 500 1000

Fig. 11: The probability mass function of the
EGW-III (8, 2, -0.5) distribution

h(x)
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Fig. 12: The hazard function of the
EGWH-III (8, 2, -0.5) distribution
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4.7. Table 7 displays the probability mass function [P(x)],
the distribution function [F(x)], the survival function
[S(x)], and the hazard function[/(x)] of the EGW-III
(-8, 5, -1) distribution, whereas, figures 13 and 14
illustrate the probability mass function [P(x)] and
hazard function [h(x)] of the same distribution,

P(X=x)

respectively.
(48 —(x+9)!

=5[(x+8) " —(x+9)7"],

Ok

Xx=-3,-2,--

Table 7: The EGW-III (-8, 5, -1.0) distribution

X P(x) F(x) S(x) h(x)
3 0100060 g 1666667 08333333 0.1666667
L 0119047 02857142 07142857 oo
2 9 1
A0S, 0.625 0.125
0 0'062444 04444444 0 5565555 0.1111111
s 0001461 ool 00847457 0.0169491
3 6 >
0 0000424 oo 0.04SBTIS  0.0091743
4 6 !
o0 0000019 oo 0.0098231  0.0019646
4 8 4
100 0.000004 o gosoue 00049554 oo
0 2 0
0 -0 -1 —0

_— —— —— —— —

4210123

X

0 50 100

500 1000

Fig. 13: The probability mass function of the
EGW-III (-8, 5, -1.0) distribution
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0
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Fig. 14: The hazard function of the
EGW-III (-8, 5, -1.0) distribution

The plots of the probability mass functions given by
figures 1, 3,5,7,9, 11, and 13 show a decreasing shape of
the function whatever the values of a, s, and @ are
considered, justifying that the mode of the EGW-III
distribution is given as in equation (10).

The plots given in Figures 2, 4, 6, 8, 10, 12, and 14 also
show a decreasing shape of the hazard function of the
EGW-III distribution whatever the values of a, s, and Gare
considered.

7. Real data

The EGW(III) distribution seems to be applicable for
some real data such as:

7.1. Word Frequencies in Texts (Zipf's Law), as in
linguistics, the frequency of words follows a power-law
distribution: the n'" most frequent word has a frequency
roughly proportional to 1/n. If we model word ranks
shifted by someaand scaled bys, the EGW(III)
probability mass function could describe word
occurrences beyond a certain threshold.

7.2. City Populations (Zipf's Law for Cities), as the
population of cities a power-law
distribution, where the probability of a city having
population x is roughly x*. The EGW(III) distribution
could model city sizes beyond a certain minimum

often follows

size a+ts.

7.3. File Sizes in Computer Systems, as file size
distributions in large storage systems often exhibit heavy-
tailed behavior. If x represents file size, the EGW(III)
distribution could describe the distribution of files larger
than a certain threshold.

7.4. Earthquake Magnitudes (Truncated Gutenberg-
Richter Law), as earthquake magnitudes follow an
exponential distribution in energy, which translates to a
power law in amplitude. If x is the magnitude (shifted and

LIJNS Vol.1 No.1 (2025) 31-41

40



The Egwaider Type-III Distribution

Mohamed S. A. Muiftah Egwaider

scaled appropriately), the EGW(III) distribution could
describe tail behavior.

7.5. Wealth or Income Distributions (Pareto Tail), as the
upper tail of income/wealth distributions often follows a
Pareto distribution P(X > x) ~ x* The EGW(III)
distribution could model discrete wealth levels beyond a
certain threshold.

8. Discussion and Conclusion

The EGW-III distribution was illustrated as a new semi-
finite discrete probability distribution. The distribution
exhibits heavy-tailed, power-law behavior, particularly for
large values of 5. The properties of the distribution were
discussed. The first two moments and the variance of the
distribution were found out and then approximated. The
mode of the distribution was found to be the smallest value
in the support of the distribution (a + s). Some examples
considering different values of the parameters of the
distribution were given. Finally, some kinds of real data
for which the distribution may be applicable were also
given.

9. Future work

— A simulation study may be done to generate data from
the EGW-III distribution considering different values
of the parameters of the distribution and the shape
parameter may be then estimated using some methods
of estimation.

— Another semi-finite discrete distribution is under
consideration by putting s < 0 and 6 < 0 in the
probability mass function (1).
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